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• snmp-castor-tool.sh
• swarmctl
• swarmrestart
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What We Will Cover
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• snmp-castor-tool.sh has been around for many years

• uses SNMP for most operations (although not all)

• swiss army knife for many support operations (38 different option flags!)

• can query the cluster AND perform operations against the cluster

• can change cluster settings in real-time

• can rolling reboot a cluster

• can collect snmp oid output

• relies on SNMP which is very slow, especially in larger clusters

• snmp could eventually be removed from Swarm in favor of the better tools
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snmp-castor-tool.sh



Copyright © 2021 DataCore Software Corp. – All Rights Reserved. DATACORE CONFIDENTIAL

• like snmp-castor-tool.sh, swarmctl lives in the support tools bundle 
(https://support.cloud.caringo.com/tools/caringo-support-tools.tgz)

• uses the management API for all operations 

• swiss army knife for many support operations

• can query the cluster AND perform operations against the cluster

• can change cluster settings in real-time

• can’t rolling reboot a cluster (see the swarmrestart script)

• does not collect snmp oid output

• relies on the mgmt api which is very fast compared to SNMP

• this is the go-forward support tool for the majority of support operations (Swarm 10+) 
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swarmctl overview
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• if SCSP_HOST is set in the environment, -d [ip address] is not necessary

• the -x option is commonly used to get more output, in some cases MUCH more 

• the -x option is used to output to a csv file automatically for more analysis

• by default, will only take action or get information from the node specified in SCSP_HOST or -d [ip address] 
options.

• -a takes action or gets information from ALL nodes in the cluster as seen in the cluster status page

• -a is not necessary to change a value that affects the PSS as the PSS is automatically read by all nodes

• -n is used to take action or query node IPs specified in a file you create called NODES.csv in the directory from 
which you run the swarmctl script (same note regarding -a applies here- this works the same as in the snmp-
castor-tool.sh script)

• use -j to remove the text table lines to declutter the output

• -h is used for help (usage)

• most query output will show you the default value, the current value, whether it is changeable, and scope of the 
setting’s effect (node/ cluster/ etc)
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swarmctl overview
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• swarmctl -A [show|clear] shows (default) and allows you to clear announcements.  Add -a for all nodes.

6

swarmctl -A   Announcements
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• swarmctl -b   shows the biggest streams and their rep counts.  Add -a for all nodes.  -x for much more output to 
file.

• If the largest stream on a particular disk is a segment, that is noted as “seg”

• In the graphic, /dev/sda is retired
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swarmctl -b    Largest streams
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• swarmctl -C [option]     this shows a particular mgmt api configuration endpoint- think OID in snmp parlance

• By default, this shows a single node’s current value…   -a to see all nodes’ values.  

• Add -V [option] to change the value if Readonly is False.

• By far one of the most commonly used flags.
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swarmctl -C    See and modify configuration
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• swarmctl -d [ip address or DNS name] 

• this option is used in conjunction with other options

• this option specifies the initial IP address to use when querying the cluster.

• swarmctl can use this IP address to collect the complete list of IPs in the cluster

• the complete list of IPs can be queried using -a once -d [ip] has been specified

• this option is not necessary if using the -n option

• you can forgo this option if you set SCSP_HOST in your environmental variables (which is why the examples in 
this deck are all missing the -d [ip] options)
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swarmctl -d    Specify the node to query
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• swarmctl -D [{on,off,1,2,5,10,25,50}]

• this option is used to turn on and off the drive lights on a particular node/ disk

• the number variables indicate number of minutes to turn the light on, or set “on”

• use with -V [drive] to specify a particular drive
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swarmctl -D    Query and control drive lights
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• swarmctl -E [show|clear] shows (default) and allows you to clear errors.  Add -a for all nodes.

• this is similar to -A, except for errors instead of announcements
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swarmctl -E  Errors
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• swarmctl -e   shows you the current, ongoing HP cycle information.

• most commonly used with -x to export much more information for analysis
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swarmctl -e   HP cycle information
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• swarmctl -F [stale volume]

• only applies to disks that have been marked as stale (offline for more than 2 weeks by default)

• leave off the volume option in order to format all stale disks on the node (likely the more common option)

• this prevents you from having to go to the terminal console, stop the storage processes, format the drives, and 
then reboot the chassis
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swarmctl -F   format stale disks
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• swarmctl -i [{0,5,10,15,20,30,40,50}]   

• display the log level (without variable) or use a variable to change the log level for all nodes in the cluster
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swarmctl -i     Log level
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• swarmctl -I [stale-vol-to-mount [stale-vol-to-mount ...]]

• leave blank to apply this to every stale disk on the chassis

• this option allows you to remount the stale volumes as opposed to -F which allows you to reformat stale 
volumes

• if you are sure the data on the disks is valid and necessary, use this option to resurrect those streams

• this will likely cause over-replication as the streams likely have already been recovered in the 2+ weeks since the 
drives were not stale. 
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swarmctl -I     Remount stale volume
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• swarmctl -k    will show the loaded kernel modules

• this is a lot of output- use with -x to output to a file, otherwise it is unusable

• partial output below
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swarmctl -k Kernel modules   
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• swarmctl -K    shows all currently active configuration parameters in the cluster!

• this shows you the scope of all of the options, where they were set, whether you can change them dynamically

• use with -x to export to file for ease of use
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swarmctl -K    Display all cluster settings
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• swarmctl [-L {0,5,10,15,20,30,40,50}]   Allows you to view and change a particular node’s log level.

• This is useful when you want to change only a single node’s log level instead of EVERY node’s log level

• This value does not persist after a reboot
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swarmctl -L    Node log level 
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• swarmctl [-m {commstats,hpstats,networktest,meminfo,features}]

• this option includes all kinds of details statistics from a running cluster

• typically used with -x to output automatically to a file where you will see much more output
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swarmctl -m   detailed running statistics
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• swarmctl -m commstats

• shows bidding and histogram information

• typically used with -a AND -x to output all nodes’ information automatically to a file where you will see much 
more output
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swarmctl -m commstats
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• swarmctl -m hpstats

• used to show health processor statistics including the current ongoing cycle 

• typically used with -a AND -x to output all nodes’ information automatically to a file where you will see much 
more output
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swarmctl -m hpstats
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• swarmctl -m networktest

• this starts a network connectivity test and can take quite some time so use with caution

• typically used with -a output all nodes’ information automatically to a file where you will see much more output.  
-x is not required to output to a file with this option as that is the only method of output
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swarmctl -m networktest
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• swarm -m meminfo

• shows memory information including index and overlay index

• typically used with -a AND -x to output all nodes’ information automatically to a file
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swarmctl -m meminfo
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• swarm -m features

• numbers of interesting types of requests like md5, if-match, integrity seal, rename, and versioning

• typically used with -a AND -x to output all nodes’ information automatically to a file where you will see much 
more output

24

swarmctl -m features



Copyright © 2021 DataCore Software Corp. – All Rights Reserved. DATACORE CONFIDENTIAL

• swarmctl -O      shows all of the SCSP response codes that a node has processed

• typically used with -a AND -x to output all nodes’ information automatically to a file

• you can see below that since I have been using .85 to send these example commands to, that 200 OK is much 
higher on that node than on other nodes
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swarmctl -O   SCSP Response Counts
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• swarmctl -p [user:password]

• the commands run previously in this deck worked ONLY because we try to use 2 different default passwords if 
the -p option is not specified

• if the admin password for the cluster is “ourpwdofchoicehere” or “caringo”, then swarmctl doesn’t require you 
to include -p [user:password] for commands that make changes or otherwise need admin rights

• if you have a non-default password, which is the better strategy, then simply add -p [user:password] with your 
commands for authentication.
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swarmctl -p    specify user/ password for 
admin access
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• swarmctl -P     export the Persistent Settings Stream to standard out

• requires admin credentials (-p user:pass) - see note on -p option. 

• use -x to export to a file

• doesn’t support -a   - if you need the PSS from multiple nodes, use -d [ip]

27

swarmctl -P  Persistent Settings Stream (PSS)
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• swarmctl -q     get a quick summary of the cluster status

• what you might see from the cluster status page on port 90

28

swarmctl -q    Quick summary
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• swarmctl -Q   

• allows options for exporting dmesg, hwinfo, and the health report from a single node

• this replaces other scripts like hwinfo-dmesg-grab.sh and collect_health_reports.sh

• without a modifier, assumes “dmesg” by default

29

swarmctl -Q  dmesg/ hwinfo/ healthreport
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• swarmctl -Q dmesg

• export dmesg output 

• most commonly used with -x to export output to a file

• can use with -a to grab the dmesg from ALL nodes in the cluster
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swarmctl -Q dmesg
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• swarmctl -Q hwinfo

• results in hwinfo output  - can take some time to run

• typically run with -x -a to get all nodes’ output to a file
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swarmctl -Q  hwinfo
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• swarmctl -Q     get the health report in json format from a single node 

• use with -x to export to json format

• use with -a also to export all nodes output to json files
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swarmctl -Q healthreport
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• swarmctl -R [chassis] and swarmctl -S [chassis]

• -R restarts the whole cluster, -S shuts down the whole cluster

• dialog box for “are you sure?”

• requires admin access, so use -p admin:password if not using default admin passwords

• can add “chassis”, like “swarmctl -S chassis -d [chassis-ip]” to shut down a single chassis

• can add -n to operate per chassis against only IP addresses in a NODES.csv file located in the script directory:  
example, if ./NODES.csv has 2 IP addresses, “./swarmctl -R -d [chassis-ip] -n” would only reboot the 2 IPs in 
NODES.csv
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swarmctl -R, -S    Cluster Restart and 
Shutdown
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• swarmctl -t    gives specific details on each disk on a node

• use -a -x to get more disk statistics for all nodes in the cluster

• great for seeing changes over time and tracking potentially bad disks- cron job
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swarmctl -t   Disk related statistics
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• swarmctl -u    stops retiring drives that are currently retiring

• does not resurrect drives that have already retired

• use with -a to stop retiring on all nodes in the cluster
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swarmctl -u    Unretire currently retiring 
drives
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• swarmctl -U    shows you, and allows you to change, the list of admin users

• run without options shows you the list of admin users

• requires -p [user:password] if you are not using default admin credentials

• use -V [password] to add the password to a new user, specified like:  swarmctl -U [new admin user] -V [password 
for new admin user]

• change password for existing user like: swarmctl -U [current admin username] -V [ new password for admin user]

• be advised when changing the admin password that other systems might have the admin password set and could 
potentially break if changed until they are updated
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swarmctl -U    User management
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• swarmctl -V [option]     adds a variable option

• is not used standalone- this option is used to add information to other parameters

• examples include -C, -D, -U, -z

37

swarmctl -V   Variables
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• swarmctl -w    gets the recovery reports for disks that have been retired or are retiring

• useful with -x -a to export all recovery reports to file for further analysis
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swarmctl -w    Recovery Reports
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• swarmctl -x -[other option]   allows you to export the output to csv (or json in some cases) format for further 
analysis

• useful with -a to export all nodes’ information to file for further analysis

• works with multiple other options (it is not a standalone option)

• if used with -a, a zipped bundle will be made of the output and you will be prompted with the option to delete 
the individual files.

• some flags [-Q, -m, -z] allow multiple options for a single node, in which case the output may be bundled in a zip
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swarmctl -x   export to csv format
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• swarmctl -X      

• if you have hundreds of nodes, running cluster wide operations might cause your client to run out of file 
descriptors

• run this to prevent session persistence while running other swarmctl options

• no need to use except if requested by Caringo Support

40

swarmctl -X   Don’t persist sessions
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• swarmctl -z [component] -V [level]

• can run with multiple components in the same call: swarmctl -z component1 component2 [-V [level]]

• this option allows you to change the log level of a particular component instead of changing the log level of 
every component

• useful when troubleshooting very specific issues, especially in large environments where debug level produces 
too much data to sift through 

• run with no options to see the default levels

• use like “-z -V 0” to reset all components to their default log level

• use with -a to affect all nodes
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swarmctl -z     Component Log Level
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swarmctl -z     Component Log Level contd
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• swarmctl -[other flags] --debug {[api args http returns]} [api args http returns] 

• this flag is used to show what’s going on under the covers during swarmctl runs

• the “api” variable shows all of the mgmt api calls (this is default if no variable specified)

• the “args” variable just shows with args were called

• the “http” flavariableg shows all of the http traffic 
and headers

• the “returns” variable is verbose
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swarmctl --debug     debug mgmt api calls



Copyright © 2021 DataCore Software Corp. – All Rights Reserved. DATACORE CONFIDENTIAL

• swarmctl --feeds    shows the feeds tables for indexer and replication feeds

• this is the same information as seen in the feeds definition page

• does not show you feed statistics

44

swarmctl --feeds     Feeds tables
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• --feed-control [action] allows you to perform these operations: pause, resume, restart, setdefault

• --feed-type [type] specifies one of three types of feeds: searchfeeds, replicationfeeds, s3backupfeeds

• --feed-id [value] specifies the particular feed

• --node-feed-restart - restarts the feed ONLY for a particular node

• --feed-type and --feed-id are both required for both --feed-control and --node-feed-restart

45

swarmctl --feed-control and --node-feed-
restart
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• swarmctl --license    shows the currently deployed license

• this is the same information as seen on the license page or in the license itself

46

swarmctl --license    License information
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47

• swarmctl --policies   shows 
you the policies as currently 
evaluated by the cluster

• shows the policies for 
Replicas, ECEncoding, 
ECMinStream, and 
SizeVersioning

swarmctl --policies     Policies
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• swarmrestart [options]

• swarmrestart is a binary script replacement for the -G option in snmp-castor-tool.sh

• used to rolling restart a cluster

• common options include

• -p “user:password”

• -n  - reboots only those nodes in the local NODES.csv file (like -n in snmp-castor-tool.sh)

• -m [minutes] - number of minutes to wait for a booted node to mount the disk.   45 minutes by default

• -d [ip address] - any IP in the cluster from which the script will read all storage IPs

• -v [version] - specify the version of storage nodes to restart.  Default will restart any.  Useful if you have 
already upgraded some nodes and want only to rolling reboot the nodes that haven’t been upgraded yet. 

• -x [filename] - a list of IPs that should NOT be rebooted

• -w [boot wait] - wait this long after rebooting a node until trying to contact it.  Faster  booting nodes, you can 
set this lower than the 5 minutes default.

• this script will generate a log file while running to show you exactly what’s going on at each timestamp 48

swarmrestart
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swarmrestart    example



Copyright © 2021 DataCore Software Corp. – All Rights Reserved. DATACORE CONFIDENTIAL

There are plenty of options.  Spend time in the lab 
before you need them to know how they work and 
what might be useful for your environment.  Please 
contact support with any issues or requests.

50

Wrap-Up
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Questions?

info@datacore.com

www.datacore.com


